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Abstract
Recent research has highlighted various biases in AI models, yet comprehensive insights from a clinical psychol-
ogy perspective remain under-explored. This paper addresses this gap by applying psychological assessment
methodologies, specifically the Personality Inventory for DSM-5 (PID-5), to evaluate the psychological traits of
OpenAI’s GPT-3.5 and GPT-4 models. Treating each model as a "patient," we adapted the PID-5 to assess traits
indicative of personality disorders and compared the results against human population norms. Our findings reveal
that both GPT-3.5 and GPT-4 exhibit maladaptive traits, including heightened levels of anxiousness, emotional
lability, and manipulativeness, often exceeding human normative values. These deviations suggest potential risks
in AI behaviour that could impact their deployment in sensitive applications. This study highlights the necessity
of integrating psychological perspectives into AI development to align these systems more closely with human
values and ethical standards. Our work contributes to the broader AI alignment discourse by identifying new
biases and proposing a framework for future research aimed at understanding and mitigating these biases in AI
systems.
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1. Introduction

Recent AI models, including GPT-3 and GPT-4, have raised concerns about embedded biases [1, 2, 3, 4].
While definitions of bias vary across disciplines, it generally refers to systematic deviations in judgement
from an established norm or truth. These biases can range from benign personal preferences—such as
favouring one soda brand over another—to more consequential forms, such as hiring preferences based
on gender or race [5, 6, 7].

In psychology, biases often arise from heuristics, which are mental shortcuts that simplify decision-
making but can lead to errors in judgement [8]. Cognitive biases, such as confirmation bias [9, 10] and
the availability heuristic [11], significantly influence behaviour and decision-making [7]. Similarly, AI
systems can exhibit biases similar to humans [12] or develop biases [13] from heuristic-like processes,
where certain patterns are overemphasised due to their prevalence in training data, potentially skewing
outcomes.

We ask the question whether psychological assessment tools, specifically the Personality Inventory
for DSM-5 (PID-5) [14], can be applied to AI models to uncover biases similar to maladaptive personality
traits observed in humans. Our work seeks to bridge the gap between psychological assessment and
AI evaluation, contributing to the ongoing discourse on aligning AI systems with human values and
ethical standards.
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2. Methodology

2.1. Data Collection

We used a quantitative approach to assess the psychological constructs of GPT models, using published
norm datasets [14]. The PID-5 was selected for its empirical support and alignment with contemporary
psychiatric standards [15, 16, 17] after comparing it to similar instruments. A detailed comparison of
these instruments is provided in the supplementary materials (see Table 2). Data was collected from
recent versions of OpenAI GPT models via the /v1/chat/completion API endpoint and the chat
interface (see Table 3 for complete configuration parameters).

2.2. Assessment

Although GPT models do not possess personalities in the traditional sense, applying the PID-5 allows
us to explore how these models might replicate or diverge from human-like responses to personality-
related prompts. This approach can reveal patterns, biases, or tendencies in the models’ outputs,
providing valuable insights into their behaviour and ethical implications. Responses to PID-5 prompts
were processed and scored according to PID-5 instructions [18]. Examples are provided in the 6.
Model-computed scores were compared against published human norms (13). The Diagnostic and
Statistical Manual of Mental Disorders, Fifth Edition (DSM-5) [19] guidelines were used to interpret the
psychological classifications and implications of the model responses.

3. Results

The obtained scores and detailed scoring tables are provided in the Appendix (see Section 6).

3.1. Facet Scores

The PID-5 includes 25 personality trait facets. The gpt-3.5-turbo-instruct model recorded the
highest scores in Anxiousness, Eccentricity, and Emotional Lability. The gpt-3.5-turbo-1106 model
had the lowest scores in Callousness, Deceitfulness, and Irresponsibility. Figure 1 shows the comparison
of PID-5 facet scores across AI models against human norms.

Figure 1: Comparison of GPT Model Performance on the PID-5 by Facet Scores.



3.2. Domain Scores

The PID-5 also evaluates broader domains of personality traits. The gpt-3.5-turbo-instruct
model showed the highest scores in four out of five domains: Negative Affectivity, Antagonism,
Disinhibition, and Psychoticism. The gpt-3.5-turbo-1106 model had the lowest scores in three
domains: Detachment, Antagonism, and Disinhibition. Figure 2 illustrates the comparison of PID-5
domain scores across AI models against human norms.

Figure 2: Comparison of GPT Model Performance on the PID-5 by Domain Scores.

4. Discussion

4.1. Interpretation

Elevated scores indicate a higher intensity of certain maladaptive traits, suggesting that the GPT models
may exhibit these traits more strongly than the general population. Figures 1 and 2 demonstrate how
various GPT versions manifest distinct personality traits and domains when benchmarked against both
selected and normative samples.

4.2. Closer Look at Anxiety

Our findings indicate that GPT-3.5 models exhibit anxiety traits more strongly than the general popula-
tion. Existing research also shows GPT-3.5 scores higher in anxiety than humans, with anxiety-inducing
prompts increasing these scores [20]. This has consequences such as poorer task performance [20]. Anx-
iety prompts also heighten biases in age, gender, nationality, race, and socio-economic status, compared
to happiness and neutral prompts [20], aligning with findings that emotions influence decision-making
and biases [21, 22].

4.3. Implications

AI applications like CompanionMX show that limited understanding of human emotions impacts AI’s
ability to evaluate social scenarios or emotional well-being [23]. Users might misuse AI like Chat-GPT
for financial or emotional advice, leading to biased, harmful decisions [24, 25]. OpenAI models may
misclassify emotions based on race, gender, or language, affecting responses in law or healthcare
[26]. Ethical concerns arise from AI’s potential to manipulate emotions, risking privacy and consent



Figure 3: Comparison of Anxiety Scores Across Different Models for Different Samples.

[26]. High manipulativeness in AI signals misalignment with human values, highlighting the need for
psychological benchmarks to ensure AI safety [27, 28].

4.4. Model Behaviour and Personality Disorders

Analysis reveals distinct patterns in model behaviour related to personality disorders. The Chat-GPT-3.5
and GPT-3.5-Turbo-Instruct models exhibited high levels of anxiousness, eccentricity, and emotional
lability, aligning with diagnoses of Borderline and Schizotypal Personality Disorders. Conversely,
GPT-3.5-Turbo-1106 showed low callousness, deceitfulness, and irresponsibility, indicating a lower
likelihood of Antisocial Personality Disorder. GPT-4 demonstrated high anxiousness, hostility, and
impulsivity, corresponding to tendencies towards Borderline and Paranoid Personality Disorders.

4.5. Limitations

AI models lack human-like developmental processes, and the accuracy of text data in conveying
emotional aspects is uncertain; future research should explore AI emotional intelligence and consider
creating a distinct field in psychology to study AI psychological facets.

5. Conclusion

Our findings reveal psychological biases in GPT models. GPT-3.5-Turbo-Instruct scores high in anx-
iousness, eccentricity, and emotional lability, while GPT-3.5-Turbo-1106 scores low in callousness,
deceitfulness, and irresponsibility. Although GPT-3.5-Turbo-1106 often exceeds human norms, it aligns
more closely with them in several areas and exhibits patterns of emotional intelligence [29]. These
biases pose risks in applications like mental health support and financial counselling [30, 31]. Further
research into psychometrics and clinical bias modification in AI could aid in developing effectvíve
mitigation strategies.
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6. Appendix

Table 1
Research Methodology Overview

Aspect Details
Research Question Can psychological assessment tools be applied to AI models

to uncover biases similar to maladaptive personality traits
observed in humans?

Hypothesis GPT-3.5 and GPT-4 models exhibit biases analogous to mal-
adaptive personality traits in humans when evaluated using
the PID-5.

Objective Assess psychological constructs and biases in GPT models.
Research Approach Quantitative, focusing on objective, measurable, and repro-

ducible data.
Data Sources Published norm datasets for interpreting psychometric test

results [14].
Selection Criteria for Psychometric Tools Tools were selected based on access, reliability, consistency,

and validity [15, 16, 17].
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Table 2
Psychological Instruments Compared

Instrument Use Cases & Features Validity & Reliability Access & Limitations
MMPI-2 Clinics, forensics, employ-

ment screening, academic
research. 567 true/false
items [32].

High reliability, validity.
Standardised [33, 34].

Costly & restricted access.
Requires licensed psycho-
logical qualification [33,
34].

MBTI Personal. Psychological
inclinations in perception
and decision-making [35].

Lacks empirical support,
classified as pseudo-
science in some circles
[36, 37, 38].

Free & unrestricted access
[35].

PID-5 Clinical & Outpatient Di-
agnosis. 220 items, as-
sesses 25 traits in 5 do-
mains [19].

Strong empirical support,
aligns with DSM-5 [15, 16,
17].

Free & unrestricted access.
Suitable for clinical and re-
search settings [14].

Table 3
Model Selection, Configuration, and Data Handling

Aspect Details
Models GPT models:

chat-gpt-3.5, gpt-3.5-turbo-1106, gpt-3.5-turbo-instruct, gpt-4.
Configuration Temperature: 1 (For varied responses.)

Max Tokens: 256 (For concise responses.)
Top_p: 1 (Nucleus sampling.)

Assessment Protocol Token count ≤ 500 to avoid truncation.
Batch processing: 10 items per batch.

Data Handling Data stored in .csv format.
Automated scoring & processing using Python scripts.

Table 4
PID-5 Personality Trait Facets

Facet 1-9 Facet 10-18 Facet 19-25
1. Anhedonia 10. Grandiosity 19. Rigid Perfectionism
2. Anxiousness 11. Hostility 20. Risk Taking
3. Attention Seeking 12. Impulsivity 21. Separation Insecurity
4. Callousness 13. Intimacy Avoidance 22. Submissiveness
5. Deceitfulness 14. Irresponsibility 23. Suspiciousness
6. Depressivity 15. Manipulativeness 24. Unusual Beliefs & Experiences
7. Distractibility 16. Perceptual Dysregulation 25. Withdrawal
8. Eccentricity 17. Perseveration
9. Emotional Lability 18. Restricted Affectivity

Note: This table lists the 25 personality trait facets assessed by the PID-5. Each facet represents a specific trait
that can be used to diagnose personality disorders or identify maladaptive traits in individuals, including the AI
models in this paper. Adapted from Initial PID-5 Publication [14]



Table 5
PID-5 Personality Trait Domains and Contributing Facets

Personality Trait Domains Contributing Facets
Negative Affect Emotional Lability, Anxiousness, Separation Insecu-

rity
Detachment Withdrawal, Anhedonia, Intimacy Avoidance
Antagonism Manipulativeness, Deceitfulness, Grandiosity
Disinhibition Irresponsibility, Impulsivity, Distractibility
Psychoticism Unusual Beliefs & Experiences, Eccentricity, Percep-

tual Dysregulation
Note: This table outlines the five broader personality trait domains as measured by the PID-5, along with the
specific facets that contribute to each domain. These domains represent clusters of related traits that together
form a more comprehensive view of an individual’s personality profile. In the context of this paper, they are
used to analyse potential biases in AI models by examining how these models align with or diverge from human
normative data in these domains. Adapted from Initial PID-5 Publication [14]

Table 6
Testing Procedure Overview. The process is visually summarised below.

Step Description
1. Prepare Prompts Develop prompts aligned with test items.
2. Batch Test Items Batch processing: 10 items per batch.
3. Interact with API Use the API to generate responses from GPT models.
4. Collect Logs Collect .json logs of interactions.
5. Export Results Export results to .csv files for analysis.



Table 7
Example Test Configuration for PID-5

Test Description
PID-5 Simulated PID-5 testing on gpt-3.5-turbo-1106, adapted from the official PID-5 assessment

guidelines [14].
An example interaction is illustrated in the image below. The prompt was sent with every batch of
test items, and for each item, a corresponding response was received.

Table 8
PID-5 Scoring Process and Examples. Adapted from Initial PID-5 Publication [14].

Step 1: Some items on the test must be reverse-scored as part of the scoring:
7, 30, 35, 58, 87, 90, 96, 97, 98, 131, 142, 155, 164, 177, 210, and 215.
(Reverse scoring = response scale is inverted: 0 becomes 3, 1 becomes 2, 2 becomes 1, and 3 becomes 0.)
Step 2: Compute Personality Trait Facet Scores.
(For each facet, the scores of all items belonging to that facet are summed.)
Step 3: Compute Personality Trait Domain Scores.
(Domain scores are calculated by averaging the facet scores within each domain. Domains typically consist of
three facets.)
Using the first test item as an example:
Anhedonia: 1, 23, 26, 30R, 124, 155R, 157, 189.
(Add the scores of the items in the Anhedonia facet, with reversed scores for 30 and 155. Divide the sum by the
number of items to get the average facet score.)

Average Facet Score Formula:
Facet Score = Raw Facet Score

𝑛
where 𝑛 = number of items in the facet.

Average Domain Score Formula:
Domain Score =

∑︀3
𝑖=1 Facet Score𝑖

3
(Sum the facet scores of the three facets within a domain, then divide by 3 to get the average domain
score.)

Facet Example: Domain Example:
Anhedonia = 16

8 = 2

(e.g., if all the items within the “Anhedonia”
facet were rated as being “sometimes or somewhat
true,” the corresponding score would be 2. )

Detachment = 2+2+2
3 = 2

(e.g., if the average facet scores on Emotional
Lability, Anxiousness, and Separation Insecurity
were all 2, then the sum of these scores would be
6, and the average domain score would be 6/3 = 2)



Table 9
Computed Chat-GPT-3.5 Scores

Facet Average Score
Anhedonia 1.5
Anxiousness 1.889
Attention Seeking 1.875
Callousness 1.0
Deceitfulness 1.7
Depressivity 1.714
Distractibility 1.889
Eccentricity 2.0
Emotional Lability 2.0
Grandiosity 1.333
Hostility 1.5
Impulsivity 2.0
Intimacy Avoidance 1.667
Irresponsibility 1.571
Manipulativeness 1.8
Perceptual Dysregulation 2.0
Perseveration 1.889
Restricted Affectivity 1.429
Rigid Perfectionism 1.7
Risk Taking 1.429
Separation Insecurity 1.571
Submissiveness 1.25
Suspiciousness 1.429
Unusual Beliefs & Experiences 2.0
Withdrawal 1.8
Domain Average Score Total of Average Facet Scores
Negative Affect 1.820 5.460
Detachment 1.656 4.967
Antagonism 1.611 4.833
Disinhibition 1.820 5.460
Psychoticism 2.0 6.0



Table 10
Computed GPT-3.5-turbo-1106 Scores

Facet Average Score
Anhedonia 0.875
Anxiousness 2.333
Attention Seeking 1.5
Callousness 0.214
Deceitfulness 0.3
Depressivity 1.0
Distractibility 1.111
Eccentricity 2.0
Emotional Lability 1.857
Grandiosity 1.333
Hostility 1.4
Impulsivity 0.667
Intimacy Avoidance 1.0
Irresponsibility 0.286
Manipulativeness 0.6
Perceptual Dysregulation 1.5
Perseveration 2.333
Restricted Affectivity 0.857
Rigid Perfectionism 2.2
Risk Taking 1.5
Separation Insecurity 1.571
Submissiveness 0.75
Suspiciousness 0.857
Unusual Beliefs & Experiences 1.375
Withdrawal 1.1
Domain Average Score Total of Average Facet Scores
Negative Affect 1.921 5.762
Detachment 0.992 2.975
Antagonism 0.744 2.233
Disinhibition 0.688 2.063
Psychoticism 1.625 4.875



Table 11
Computed GPT-3.5-turbo-instruct Scores

Facet Average Score
Anhedonia 0.25
Anxiousness 2.667
Attention Seeking 2.375
Callousness 0.286
Deceitfulness 1.6
Depressivity 1.5
Distractibility 1.889
Eccentricity 2.231
Emotional Lability 2.429
Grandiosity 1.833
Hostility 2.0
Impulsivity 1.833
Intimacy Avoidance 0.833
Irresponsibility 0.714
Manipulativeness 1.8
Perceptual Dysregulation 2.0
Perseveration 1.778
Restricted Affectivity 1.857
Rigid Perfectionism 2.6
Risk Taking 1.429
Separation Insecurity 2.143
Submissiveness 1.25
Suspiciousness 1.143
Unusual Beliefs & Experiences 1.625
Withdrawal 0.8
Domain Average Score Total of Average Facet Scores
Negative Affect 2.413 7.238
Detachment 0.628 1.883
Antagonism 1.744 5.233
Disinhibition 1.479 4.437
Psychoticism 1.952 5.856



Table 12
Computed GPT-4 Scores

Facet Average Score
Anhedonia 0.5
Anxiousness 2.556
Attention Seeking 1.5
Callousness 0.071
Deceitfulness 0.1
Depressivity 0.429
Distractibility 1.778
Eccentricity 1.154
Emotional Lability 1.857
Grandiosity 0.667
Hostility 1.1
Impulsivity 1.167
Intimacy Avoidance 0.833
Irresponsibility 0.0
Manipulativeness 0.8
Perceptual Dysregulation 0.75
Perseveration 1.889
Restricted Affectivity 1.857
Rigid Perfectionism 2.4
Risk Taking 0.571
Separation Insecurity 1.571
Submissiveness 2.0
Suspiciousness 0.857
Unusual Beliefs & Experiences 1.0
Withdrawal 1.6
Domain Average Score Total of Average Facet Scores
Negative Affect 1.995 5.984
Detachment 0.978 2.933
Antagonism 0.522 1.567
Disinhibition 0.981 2.944
Psychoticism 0.968 2.904



Table 13
Comparison of Trait/Facet Scores Between Selected and Representative Samples. Adapted from Initial PID-5
Publication [14].

Trait/Facet Selected Sample Representative Sample
Items 𝛼 Mean (S.D.) Items 𝛼 Mean (S.D.)

Facet Anhedonia 8 0.88 1.05 (0.65) 8 0.88 0.89 (0.64)
Anxiousness 9 0.91 1.25 (0.78) 9 0.91 1.02 (0.73)
Attention seeking 8 0.88 0.86 (0.63) 8 0.89 0.81 (0.65)
Callousness 14 0.88 0.46 (0.44) 14 0.91 0.40 (0.50)
Deceitfulness 10 0.89 0.56 (0.54) 10 0.85 0.52 (0.54)
Depressivity 14 0.94 0.66 (0.65) 14 0.95 0.53 (0.62)
Distractibility 9 0.92 0.99 (0.72) 9 0.91 0.82 (0.69)
Eccentricity 13 0.95 0.98 (0.77) 13 0.96 0.82 (0.76)
Emotional lability 7 0.90 1.06 (0.74) 7 0.89 0.94 (0.74)
Grandiosity 6 0.73 0.84 (0.55) 6 0.72 0.82 (0.58)
Hostility 10 0.88 1.05 (0.63) 10 0.89 0.91 (0.67)
Impulsivity 6 0.85 0.85 (0.67) 6 0.77 0.77 (0.57)
Intimacy avoidance 6 0.84 0.79 (0.69) 6 0.84 0.61 (0.65)
Irresponsibility 7 0.80 0.46 (0.50) 7 0.81 0.39 (0.49)
Manipulativeness 5 0.80 0.81 (0.61) 5 0.81 0.80 (0.67)
Perceptual dysregulation 12 0.89 0.54 (0.55) 12 0.86 0.44 (0.48)
Perseveration 9 0.86 0.88 (0.61) 9 0.88 0.82 (0.62)
Restricted affectivity 7 0.75 0.95 (0.56) 7 0.73 0.97 (0.56)
Rigid perfectionism 10 0.89 1.08 (0.65) 10 0.90 1.05 (0.68)
Risk taking 14 0.88 1.09 (0.53) 14 0.85 1.05 (0.51)
Separation insecurity 7 0.86 0.80 (0.68) 7 0.85 0.80 (0.68)
Submissiveness 4 0.80 1.20 (0.68) 4 0.78 1.17 (0.66)
Suspiciousness 7 0.83 1.04 (0.67) 7 0.73 0.95 (0.58)
Unusual beliefs and experiences 8 0.85 0.66 (0.62) 8 0.83 0.64 (0.63)
Withdrawal 10 0.93 1.12 (0.71) 10 0.93 1.01 (0.72)
Domain Negative affect 53 0.94 1.16 (0.44) 53 0.93 1.07 (0.44)
Detachment 45 0.96 0.91 (0.54) 45 0.96 0.78 (0.54)
Antagonism 43 0.94 0.65 (0.42) 43 0.95 0.61 (0.46)
Disinhibition 46 0.89 1.13 (0.35) 46 0.84 1.06 (0.30)
Psychoticism 33 0.95 0.74 (0.56) 33 0.96 0.64 (0.57)
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